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SUMMARY  Our group is exploring interactive multi- and
hypermedia, especially applied to virtual and mixed reality mul-
timodal groupware systems. We are researching user interfaces
to control source—sink transmissions in synchronous groupware
(like teleconferences, chatspaces, virtual concerts, etc.). We have
developed two interfaces for privacy visualization of narrowcast-
ing (selection) functions in collaborative virtual environments
(cvEs): for a workstation WIMP (windows/icon/menu/pointer)
aul (graphical user interface), and for networked mobile de-
vices, 2.5- and 3"%-generation mobile phones. The interfaces
are integrated with other CVE clients, interoperating with a het-
erogeneous multimodal groupware suite, including stereographic
panoramic browsers and spatial audio backends & speaker ar-
rays. The narrowcasting operations comprise an idiom for selec-
tive attention, presence, and privacy— an infrastructure for rich
conferencing capability.
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1. Introduction

Our group is researching CVEs, collaborative virtual
environments: realtime interactive interfaces and appli-
cations for teleéxistence and artificial reality groupware
[1],[2]. Anticipating ubicomp networked appliances and
information spaces [3], we are integrating various mul-
timodal (auditory, visual, haptic) 1/0 devices into a
virtual reality groupware suite. Such environments are
characterized, in contrast to general hypermedia sys-
tems, by the explicit notion of the position (location
and orientation) of the perspective presented to respec-
tive users, and often such vantage points are modeled
by the standpoints and directions of icons in a virtual
space. These icons might be more or less symbolic (ab-
stract) or figurative (literal), but are representatives
of human users, and are therefore “avatars.” Avatars
reify embodied virtuality, treating abstract presence as
a user interface object.

1.1 Points of View
A classic example of an exocentric display is a map. If

someone allows themself an imagined out-of-body expe-
rience, flying above the landscape to see the world the

TThis research was done by the Spatial Media Group at
the University of Aizu, Aizu-Wakamatsu, Fukushima-ken,
Japan.

way it is portrayed in the map, then the map has be-
come an egocentric display. (This is especially easy to
accept if the map is replaced by or superimposed upon
an aerial photograph of the same area and an avatar
of the subject remains embedded in the original space.)
One can slide back and forth along a spectrum between
egocentric and exocentric impressions or perspectives.

We use the word “egocentric” (centered on the self)
to describe displays logically centered on the avatar
or position associated with a given user (or users).
Such perspective include both first- and second-person
metaphors, sometimes called “tethered” or “yoked”
perspectives. We reserve the neologism “endocen-
tric” (centered within) to denote strictly first-person
displays, with no display of, for instance, the user’s
avatar’s head. “Exocentric” (centered on the outside)
describes a third-person perspective— for instance, the
view of a camera attached to the ceiling. These frames-
of-reference are illustrated by Fig. 1.

1.2 “Fps” and “MMORPG”

Classic role-playing games and environments grew out
of “Dungeons and Dragons,” extended to comput-
ers as MUDs (multiuser dungeons and domains) and
MUSEs (multiuser simulated environments). Typi-
cally less violent than “first-person shooter” counter-
parts, RPGs (role-playing games) depend on coher-
ent stories, rich graphical environments, and inter-
action with other players. In MMORPGs (massively-
multiplayer online RPGs) [4]— fantasy games like Mi-
crosoft’s “Asheron’s Call,”*, Sony’s “EverQuest,”**
ArenaNet’s “Guild Wars,”*** Cyro’s “Mankind,”****
Origin Systems’ “Ultima Online,”***** and in Korea,
NCsoft’s “Lineage: The Blood Pledge”******— play-
ers create characters (avatars) to explore persistent
universes that exist across sessions, and “massive”
means on the order of thousands of users or more per
server. Such large-scale social spaces are sometimes
called “metaverses.” Along with their mobile- and PDA-

*www.microsoft.com/games/zone/asheronscall
**everquest.station.sony.com
***www.guildwards.com
**** www .mankind . com
K wwW .10 . com

A yww . lineage . com
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Fig.1 Points of View

The general expression of inclusive selection is

active(x) = —exclude(x) A (3 y include(y) = include(x)). (1)

So, for ‘ mute | and ‘ select ‘ (solo or cue), the relation is

active(sourcex) = —mute(sourcex) A (3 y select(sourcey) => select(sourcey)), (2a)

explicitly turning off a source, and disabling the collocated (same room/window) complement of the
selection (in the spirit of “anything not mandatory is forbidden”). For ‘ deafen ‘ and | attend |, the relation is

active(sinkx) = —deafen(sinkx) A (3 y attend(sinky) = attend(sinky)). (2b)

Fig.2 Formalization of narrowcasting and selection functions in predicate calculus notation, where ‘=’ means “not,” ‘A’
means conjunction (logical “and”), ‘I’ means “there exists,” and ‘=’ means “implies.” The suite of inclusion and exclusion
narrowcast commands for sources and sinks are like analogs of burning and dodging (shading) in photographic processing.
The duality between source and sink operations is tight, and the semantics are identical: an object is inclusively enabled

source sink sources

P e e OT
by default unless, a) it explicitly excluded (with mute || deafen), or, b) peers are explicitly included (with select [solo] ||
sinks

attend : confide or harkelh when the respective avatar is not. Narrowcasting attributes are not mutually exclusive, and
the dimensions are orthogonal. Because a source or a sink is active by default, invoking exclude and include operations
simultaneously on an object results in its being disabled. For instance, a sink might be first attended, perhaps as a member
of some non-singleton subset of a space’s sinks, then later deafened, so that both attributes are simultaneously applied.
(As audibility is assumed to be a revocable privilege, such a seemingly conflicted attribute state disables the respective
sink, whose attention would be restored upon resetting its deafen flag.) Symmetrically, a source might be selected and
then muted, akin to making a “short list” but relegated to backup.
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platformed younger siblings, they increasingly feature
audio, including both locally-generated sound effects
and distally transmitted voice channels, and require
broadband network service. Advanced floor control
in chat-spaces and conferences spawned by such coter-
ies and “smart mobs” is needed. On a logical level,
sources and sinks (receivers, generalizations of listeners
and microphones) are resources assigned to users [5].
Shared virtual environments— e.g. chatspaces, online
role-playing games, virtual concerts— require general-
ized control of user-dependent media streams.

Fig.3 The price of privacy. (© The New Yorker Collection 1996
Sam Gross from cartoonbank.com. All rights reserved.)

1.3 Formalization of Narrowcasting and Privacy

Non-immersive perspectives in virtual environments en-
able flexible paradigms of perception, especially in the
context of frames-of-reference for conferencing and mu-
sical audition. Traditional mixing idioms for enabling
and disabling various audio sources employ
and functions which selectively disable or focus
on respective channels.! Previous research [6] defined
sinks as duals of sources in virtual spaces, logical me-
dia stream receivers, along with symmetric analogs of
source select and mute attributes. Interfaces which ex-
plicitly model not only sources, but also sinks, moti-
vate the generalization of [mute| & | select| (or cue or
solo) to exclude and include, manifested for sinks

fOn many interfaces, “mute” and “solo/select” are ab-
breviated simply ‘M’ and ‘S’ (not to be confused with “mas-
ter/slave,” “mid/side” [as in coincident microphone tech-
niques], etc.).

as |deafen| & |attend| ((confide| and |harken|), as
elaborated by Fig. 2.

Such functions which filter stimuli by explicitly
blocking out and/or concentrating on selected entities
[7] can be applied not only to other users’ sinks for
privacy, but also to one’s own sinks for selective atten-
dance or presence. “Privacy” has two interpretations,
as suggested by Fig.3. The first association is that of
avoiding “leaks” of confidential information, protecting
secrets. But a second interpretation means “freedom
from disturbance,” in the sense of not being bothered
by irrelevance or interruption. Our distributed inter-
face features narrowcasting operations that manage pri-
vacy [8] in both senses, by filtering duplex information
flow through an articulated conferencing model we call
“audio windows” [9]-[11], in analogy to graphical win-
dows.

1.4 Related Research

Benford et al. [12]-[17] derive a model for awareness
and interaction in virtual environment. Their “spatial
model of interaction” mediates interaction based on the
physical properties of space. Thus, the abilities to see
and to hear are affected by distance, direction, and pos-
sible obstruction. The key awareness abstractions in
the spatial model are “aura,” “focus,” and “nimbus”:

Aura The portion of space for which interaction is en-
abled and allowed.

Focus The more an object is within one’s focus, the
more aware one is of it.

Nimbus The more a subject is within one’s nimbus,
the more aware it is of one.

Audio windowing narrowcasting commands con-
trol superposition of soundscapes. Using the awareness
parlance of Benford et al., an aura delimited by a graph-
ical window is like a room, sink attributes affect focus,
and source attributes affect nimbus.

The configuration developed by Benford et al. is re-
presented in Table 1 in an original taxonomy. There are
many ways of mapping these scenarios into equivalent
configurations supported by our own group’s narrow-
casting idioms. A direct analogy between nimbus and
source “visibility” (audibility, etc.) and between focus
and sink attention allows the equivalence illustrated by
Table 2.

For example, if a source is muted, either by its
owner or the other participant, its nimbus excludes the
other avatar. For instance, one might hold their hand
over the mouthpiece (microphone) or push a “Hold”
button (like that in chatspaces like Yahoo! Messenger't)
of a phone handset to block the transmission, or use a

ﬂmessenger . ya.hoo .com
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Table 1 Modes of mutual awareness (after Benford et al.). Circles depict the nimbus projected by an object, and
arrows depict the direction of the subject’s focus. Because of symmetry, the relation is essentially reducible to a triangular
matrix, with analogous transposition reflected across the main diagonal.
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Table 2  Corresponding narrowcasting modes for mutual awareness (Cohen and Fernando). The +s at the ears, strad-
dling the iconic heads, denote explicitly enabled sinks, and —s denote disabled sources.
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“sneeze” button to freeze a video stream.

One might choose to deliberately block one’s ac-
cess to information, if the source were boring or less
interesting or important than another source compet-
ing for one’s attention, or for social reasons. Japan, for
instance, has a “shoji (sliding rice-paper partition) cul-
ture,” that offers privacy more symbolic than actual:
family members in small apartments afford each other
virtual privacy by “choosing not to notice.”

It should be stressed that this analogy is only one
of several. Since our narrowcasting interface is designed
for more than two participants, there are differences
between, for instance, soloing a source and muteing its
compliment. Tables 1 & 2 show a coarse projection of
a much more complicated space:

Self vs. Other Table2 makes no distinction between
narrowcasting attributes invoked by one’s self vs.
by another. That is, capability can be determined
by combined narrowcasting attributes, indepen-
dent of agent, but socially such distinctions are
very important. A can’t hear B if B is muted by
A or by B himself, but there is a big difference so-
cially, especially in presence of a third actor C, who
could hear sources muted transitively (by others)
but not reflexively (by themselves).

Bipolar attributes The aura and narrowcasting at-
tributes are interpolated by no continuum; the bi-
nary effects are all-or-nothing, but a more natural
interface would allow intermediate partial values,
fractional distributions of attention. We are devel-
oping “muzzle” and “muffle” narrowcasting com-
mands, which are like partial mute for sources and
partial deafen for sinks, respectively.

Physical position There are no source orientation
effects [18]. The (virtual) physical position of
the avatars is important, especially for non-
omnidirectional projection. In the Benford model,
attention via focus is a binary attribute. Even
though the focus arrows representing focus show
various directions, the classification scheme is
“hard,” considering only whether or not the sink
(the subject) is directly “facing” the source (object
of regard), not the degree of such attention.

Multimodal interfaces Multimodal interfaces com-
plicate such considerations even more, since a par-
ticular avatar might be “on [some]one’s radar”
sually, for instance, but not auditorilly.

Also not considered yet are higher-order consid-
erations, like visibility of applied attributes. Our in-
terface is parsimonious: all attributes invoked by any
participants are manifest to the affected avatars’ dis-
plays and interfaces. Such “perfect information” (from
game study, in which all actors have access to all in-
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formation) begs the question: if A mutes B, should B
always be aware of it? Depending on the conditions,
such transparency could be appropriate or not. A par-
ent might insist upon the ability to override a teenager’s
petulant ‘ignore’ command: “How dare you mute me?”
Such issues are subtle and sociological, and are the sub-
ject of ongoing consideration.
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Fig.4 Autofocused source — sink transmissions: If an inter-

cepting auto-focused sink is deafened (or peers attended), re-
maining sinks adopt orphaned, anycasting, sources.

1.5 Multipresence, Anycast, and Autofocus

Humans are indivisible, so one cannot physically be in
two or more places at the same time. A unique feature
of our system is the ability of a human pilot to dele-
gate multiple avatars simultaneously, increasing quan-
tity of presence [19]; such multipresence enables us to
overcome some fundamental constraints of this human
condition. Our virtual environment interfaces encour-
age multipresence [20], by supporting sources and sinks
in multiple places simultaneously— allowing, for exam-
ple, a user to monitor several spaces at once. Multiple
sources are useful, for example, in directing one’s re-
marks to specific groups, decreasing the granularity of
audibility control. Multiple sinks are useful in situa-
tions in which a common environment implies social
inhibitions to rearranging shared sources like musical
voices or conferees, as well as individual sessions in
which spatial configuration of sources, like the arrange-
ment of a concert orchestra, has mnemonic value.
“Anycast” is transmission between a single sender
and one of possibly several receivers on a network. The
term exists in contradistinction to “multicast,” trans-
mission between a single sender and multiple receivers,
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and “unicast,” transmission between a single sender
and a single receiver. An anycasting service uses some
criteria to choose a “best” or single destination from
a set of candidates. We apply the same idea, finding
the best sink (the one for which the source is loudest—
a function of mutual distance, orientation, directivity,
sensitivity, and amplification) for each source in our
virtual environment using an “autofocus” technique, il-
lustrated by Fig. 4.

The apparent paradoxes of multipresence, having
avatars in multiple places or spaces simultaneously, are
resolvable by this autofocus feature, which uses reci-
procity, logical exchangability of source and sink, to
project overlaid soundscapes and simulate the prece-
dence effect to consolidate the audio display. If the
sinks are distributed across separate conference rooms,
each source is localized only with respect to the sink
in the same space. If multiple sinks share a single con-
ference room, the autofocus algorithm is employed, by
anticipating “the rule of the first wavefront” [21]-[23]
[24, Part III], the tendency to perceive multiple iden-
tical simultaneous sources from different locations as a
single fused source. Rather than adding and averag-
ing the contribution of each source [25],[26] to possibly
multiple sinks, our system localizes each source only
with respect to its respective best sink.

1.6 Pasteboard Operations

We are developing pasteboard operations for workstation-

and mobile-based interfaces. The pasteboard oper-
ations can be used for teleporting (cut/paste) and
cloning (copy/paste) avatars in collaborative virtual
environments. This operations allow teleported and
cloned avatars to convey narrowcasting attributes in
and across multiple spaces. Dynamic deletion and cre-
ation of avatars will enable teleporting and cloning in
distributed applications.

Ongoing complimentary research in our group is
exploring techniques for multiwindowing on mobile de-
vices, which capability will require and amplify the
multipresence capable selection features described here:
multiple avatars associated with each user, distributed
across multiple spaces. For instance, a user might in-
stantiate several avatars in spaces corresponding to mu-
sic (virtual concert), intercoms at home, and confer-
ences at school, using selection functions described here
to multiplex and mix such soundscapes.

1.7 Proofs-of-Concept

We have designed and implemented an architecture
and framework [27]-[31] to support a collaborative
virtual environment (CVE) [32], allowing distributed
users to share multimodal virtual worlds [33]. Our
CVE architecture, sketched in Fig.5, is based upon a
client/server (¢/s) model, and its main transaction

shares the state of virtual objects and users (avatars)
by effective multicast via replicated-unicast of position
(translation, rotation) parameters and narrowcasting
attributes to client peers in a session. The mobile in-
terface is integrated with our CVE through a “servent”
(server/client hybrid) HTTP<TCP/IP gateway.

SR HVR,U,C 2.5D l:goneelr Soundscape-

AP (Goppli Dynamic F‘?i“l"l‘ Stabilized
(QTVR browser) 1;;‘1‘:)‘::::‘; Map 3 ;(“ || (Swivel Seat)
ontrofer Spiral Spring

“Multiplicity”

“1eCon”
(J3D Interface)

(icppli Interface)

“Just Look at gt S
IS . S e (Roland Sound
Yourself” “"'?“S ha.r Space
(3D emulator for e lloh aratil
VR,U,C) & Chair) Spatial Sound
Display)
Fig.5 CVE Architecture: groupware suite. Multiplicity and

1-Con exchange conferencing permisions attributes, including
mute & solo for sources and attend & deafen for sinks.

The client/server architecture enables multimodal
communication, platform independence, and easy net-
work connectivity, as components are built with Java
(and JMF [Java Media Framework] [34], QuickTime for
Java [35],[36], its multimedia API rival Java3D [37]-[42],
Java 2 Micro-edition [43]-[49], and Swing [50]).

We have developed two compatible and interop-
erable interfaces for narrowcasting cyberspatial audio
functions in CVEs, using figurative and iconic avatars,
respectively described in the following sections:

“Multiplicity” Java3D (33D) is used to deploy audio
windowing systems on workstations— as shown in
Figs.7 & 8, 12(a), and 13(a)— featuring 3D per-
spectives and spatial audio.

“-Con” Java2 Micro-edition (J2ME) is used to deploy
audio windowing systems on networked mobile de-
vices, 2.5- and 3"9-generation mobile phones, as
shown in Figs. 9, 10, 12(b), and 13(b).

All the controls from these interfaces are multi-
cast to all the other (generally heterogeneous) clients
in a session, synchronizing state, including narrowcast-
ing attributes.

2. “Multiplicity”: Java3D Workstation-
Platformed Multiperspective Interface

2.1 Implementation

We have implemented a workstation-based narrowcast-
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at runtime. Iconic and figurative attributes of narrowcasting functions extend avatars to denote the invoked filters.

Il [ Source | Sink []
Function radiation/transmission reception
Level amplification sensitivity
Direction oUTput INput
Instance speaker listener
Transducer loudspeaker microphone or dummy-head
Organ mouth ear
Tool megaphone ear trumpet
xclude

Inhibit in +-Con

Inhibit Self in Multiplicity

reflezive

—A—

Inhibit Other in Multiplicity

transitive

Include

‘ attend ‘: ‘ confide | and ‘ harken |

Assert in 2-Con

Assert Target in Multiplicity

explicit

Assertion side-effect in Multiplicity

implicit

+A+

ear trumpets
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ing interface, “Multiplicity” [51], using Java3D.! An
arbitrary number of avatars can be instantiated and dy-
namically associated with respective users at runtime.
Attributes of narrowcasting functions, summarized by
Table 3, extend the figurative avatars to denote the in-
voked filters.

Fig.6 “I copy and paste but nothing happens!”

A simple teleconferencing configuration typically
consists of several avatars, representing distributed
users, moving around a shared conference space. Fach
of these icons represents a source, the voice of the as-
sociated user, as well as sink, that user’s ears. Our
system allows each user to designate multiple avatars
as “self)” effectively increasing anyone’s attendance in
a conference, as humorously suggested by Fig.6. Such
a feature might be used to pay close attention to multi-
ple sources, even if those sources are not repositionable;
just as in ordinary settings, social conventions might in-
hibit dragging someone else around a shared space.

Each avatar, in general in our environment, can
act as both sink and source. Every source in this envi-
ronment can identify and be associated with a best sink
by an autofocus algorithm. Various kinds of “selection”
are used in our virtual environment. A singleton selec-
tion (multiple avatars not simultaneously selectable) is
used to determine the target for locally generated repo-
sition commands and the standpoint and orientation for

endo- and ego-centric visual perspectives ( and
buttons in Fig.7). Further, the select and

self commands are used, along with the other narrow-
casting attributes, to resolve privacy operations. When
an avatar is selected (as in the leftmost column of the
panel in Fig.8), the best sink from among all self-
designated avatars for each source does not change,
but the other sources conceptually spatialized by other

Tjava. sun.com/products/java-media/3D/

self-designated avatars are displayed around the se-
lected avatar according to the displacement from the
respective best sinks, via the “phantom sources” fea-
ture described in the next section.

2.2 Phantom Sources

In the absence of multipresence, an egocentric display
(from the viewpoint of a particular avatar) naturally
and correctly spatializes sound sources. A problem
arises when a CVE is extended by multipresence, al-
lowing a single human to designate multiple avatars as
associated with the user: exocentric camera positions
will not have avatar-centric audio displays. A Java3D
listening point is implicitly associated with the virtual
camera position (viewpoint). Our technique is to trans-
parently relocate sources to compensate for the selected
viewpoint. The multipresence extension, motivated by
desire to reduce granularity of control and refined by an
autofocus function, works-around the Java3D assump-
tion of coupling of listening and viewing points.

Phantom sources are used to control superposition
of soundscapes relative to a selected viewpoint. Rela-
tive displacement from sources—sinks can be used to
display phantom sources from alternate locations, exo-
centrically visibly and endocentrically auditorilly. Log-
ical separation of viewpoint and listening point is used
to overcome Java3dD assumptions and make the inter-
face more fluid. Phantom sources manifest visually,
displayed relative to a avatar (whether self or not), and
sonically, spatial sound invisibly offset relative to the
current viewpoint (virtual camera). An extra feature
of the phantom source displacement is the accommo-
dation of a rotatable speaker axis (including sagittal
or median plane arrangement) for both panning and
fading [52].

Diegetic sound, originally considered in the con-
text of analysis of movies, means sound presented as
originating from within a virtual space; non-diegetic
sound comes from a source logically outside of the vir-
tual space. The distinction between diegetic and non-
diegetic sound depends upon understanding of the con-
ventions of viewing and listening. Phantom sources
realize pseudo-diegetic sound, since the audio display
is compiled from multipresence sinks’ soundscapes in
an intuitive but necessarily unnatural way. The son-
ically displayed phantom source positions depend on
viewpoint. Our interface has built-in camera positions,
whose settings can be adjusted. Sonic positions of
phantom sources are derived relative to the camera in
the scene graph, thereby inheriting all the panning, tilt-
ing, and dollying that camera might have performed.
The selected avatar visually collects all the soundscapes
as the union of all sources’ best sinks, while the in-
dependent viewpoint is the frame-of-reference for the
auditorilly superimposed soundscape.
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Fig.7 Java3D narrowcasting interface with phantom sources: Avatars in green (second from the right) and blue (rear)
with stars overhead act as sinks for the user and avatars in red (front left) and white (rightmost) are sources. Though
the best sink for both sources is the green avatar in this particular configuration, the best sink depends in general on the
position of the sinks and sources and the narrowcasting attributes. Each source’s arrows fly to its respective best sink.
This space’s sources are heard before and behind the green avatar. Visual phantom sources are drawn silently displaced
relative to the selected avatar (blue in this example), while auditory phantom sources are invisibly displaced relative to the
virtual camera. (The red cube and white sphere straddling the blue avatar represent the red and white sources, reflecting
the displacement from the green sink.) The sound heard by the avatars is independent of the viewpoint (virtual camera
position).
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Fig.8 The Mixels panel can display and control states of each avatar, including selection for motion commands and
perspective, autofocused sinks, narrowcasting attributes, designation as self, and position.
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3. “.Con”: (iappli DoJa) Mobile Device-
Platformed Dynamic Map

3.1 Implementation

We have designed and implemented a mobile telephone
interface [53],[54] for use in CVEs. Programmed with
32ME!, our application runs on (NTT DoCoMoff —
iappli) mobile phones, as illustrated by Fig.9. Fea-
turing selectable icons with one rotational and two
translational degrees of freedom, the “4-Con” 2.5D dy-
namic map interface is used to control position, sen-
sitivity, and audibility of avatars in a groupware ses-
sion. Its isosceles triangle icons are representations of
symbolic heads in an orthographic projection, including
narrowcasting attributes shown in Table 3, which oper-
ations are shown in Table4. The interface is further
extended with musical and vibrational cues, to signal
mode changes and successful transmission/reception
(which feedback is especially important in wireless com-
munication).

3DLCD OFF

¥ I SubWindow Open/Close

Fig.9 NTT DoCoMo i-mode Miplet (iappliTool for DoJa) run-
ning “¢-Con.”

Current user interfaces for mobile phones cannot
be strictly characterized as “GUI”s since, in its usual

fjava.sun.com/j2me
Hwww. nttdocomo. com,doja-developer.net

11

interpretation, the acronym connotes a “WIMP” id-
iom (being itself acronymic for “window, icon, menu,
pointer”), but mobile phone interfaces currently lack a
proper windowing system. A better association might
be what is sometimes called a “su1,” for “solid user
interface,” as modern mobile phones feature unique in-
terface conventions, including vibration, thumb-favored
text input, and, on some models, a jog shuttle.

Table 4 Mnemonic initials of narrowcasting operations on the
alphanumeric keypad used to toggle selection set attributes.

ABC
attend 5
deafen Dgp
MNO
mute g

PQYRS
select (solo)

sink/self ot

Fig.10 “-Con” 12ME dynamic map for (NTT DoCoMo) iappli
mobile phone, featuring controllable icons in a “2.5D” applica-
tion. Quasi-realtime synchronization with a CVE server motivates
the use of “ghost icons,” shown as outlines, to distinguish local
and session states of avatars. Workstation commands are syn-
chronized with the mobile interface upon explicit or automatic
transmission. (When a fixed-rate tarrif is applied, rather than a
per packet charge, our J2ME application will abandon the explicit
synchronization requirement, and simply transmit reposition and
narrowcasting commands as they arise. Because NTT DoCoMo
can only invoke client pull, though, and not server push, explicit
read will still be needed.) In this example, #0 is muted; #1 is
simultaneously muted and selected and also selected for rotation
(as indicated by its “halo”); and #2 is simultaneously attended
and deafened.

In our ¢-Con application, narrowcasting attributes’
graphical displays are triply encoded— by position (be-
fore the “mouth” for mute and select, straddling the
“ears” for deafen and attend), symbol (‘+’ for assert
& ‘~ for inhibit, as shown in Table 3), and color (green
for assert & red and yellow for inhibit). The attributes
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are not mutually exclusive, and the encoding dimen-
sions are orthogonal (coloring, for example, the cross
bar of a plus sign red even while the vertical bar is
green, as shown in Fig. 10).

3.2 Spatial Audio

Currently mobile applications can not control spatial
audio on the same handset, except for very particular
special cases, like playback of MLD (compressed MIDI)
files, which can be rendered in stereo. As new gener-
ations of mobile devices supporting rich audio emerge,
spatial audio will be fully deployed, the stereo output
of the phone driving a binaural display, through ear-
or head-phones, perhaps via a wireless link like a Blue-
tooth earbud pair.

As mobile phones evolve, spatial audio is becom-
ing ever more important. Dimagic’st “DVX Mobile
Surround Technology” features a stereo surround ef-
fect that makes it sound as if there are five channels
even when only twin speakers are used, employing the
“stereo dipole” system [55]. Sonaptict has been work-
ing with NTT DoCoMo to set standards for 3D audio
on mobile phones, and Sonaptic’s audio processing al-
gorithms, licensed to Yamaha and Rohm, mimic that
3D encoding, giving the impression that sound is com-
ing from around a listener when in fact it is coming from
a single source. Vodafone uses Panasonic’s'tt “Hyper
surround system.” Various semiconductor manufactur-
ers are making chips with such features to incorporate
into mobile phones. Rohm’st'tT sound-source LsI en-
ables 3D positional audio technology for mobile phones,
creating the impression of listening to 3D sound us-
ing the cellular phone stereo speaker playback. The TI
OMAP media processor is used by Panasonic’s phones
for Vodafone, and the Yamaha MA-7 chip uses the Son-
aptic HRTF technology for games as well as the DVX
stereo speaker technology for music.

We plan to explore integrated teleconferencing
with spatial audio [56],[57] via such a mobile phone
with full cTI (computer-telephone integration) [58],
but unfortunately voice communication is currently dis-
abled during iappli sessions. Using our mobile net-
worked narrowcasting interface, users will be able to
control the spatialized audio (and other realtime media
streams) of inevitable multiparty chatspaces, using the
cocktail party effect [59],[60] as well as narrowcasting
to make useful sense of the cacophonies, as imagined
by Fig. 11.

4. Multipresence Scenarios

Our interfaces allow each user to designate multiple

taww. dimagic.co. jp
T rww. sonaptic.com
Tﬁpanasonic .co.jp
1 www. rohm. co. jp
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“With your kind permission, I've taken the liberty of putting Marvin on ‘mute.

Fig.11 Social mute. (© The New Yorker Collection 2002
William Hamilton from cartoonbank.com. All rights reserved.)

sinks, effectively increasing their attendance or “point
of presence” in virtual situations. For example, in a
chatspace application, a user might choose to designate
two avatars as “self” — one near an avatar correspond-
ing to the user’s mate; another, perhaps on the other
side of the virtual room, near an avatar corresponding
to the user’s colleague. Each of these avatars enjoys a
“local” perspective, a situation awareness encompass-
ing where the respective conversationalists are relative
to the (no longer unique) self-associated avatars, as
manifested visually and auditorilly.

In a virtual rock concert, for continued example,
a listener might want to pay close attention to both
the drum and rhythm guitar, avoiding rearranging the
instruments around a singleton sink to maintain consis-
tency with other participants. An active listener could
fork her presence as self-designated avatars, locating
one avatar near the drum, and another near the guitar.
To focus on only the previously-described chatspace,
the listener might attend her self-designated avatars
in it, so her other sinks in the virtual concert are im-
plicitly deafened.

While the low-resolution screen on which our 2-Con
mobile interface is deployed supports only a zoomable
exocentric display, Multiplicity supports both endocen-
tric and exocentric visual perspectives. The user might
want to look out the eyes (endocentric) of an arbi-
trary avatar, through a view tethered (egocentric) to
an avatar, or even through a camera not associated

>»
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(a) Mutedness is indicated by an opaque hand clapped before the
mouth, oriented differently depending on whether the source was muted
by its owner or another (thumb up or down, respectively). In the same
way, hands wrap over the ears differently to distinguish deafness for
self and other (thumbs down or up). The front left figure is self-muted,
while the front right figure is other-muted. The rear left figure is self-
deafened, while the rear right figure is other-deafened.
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(b) Minus signs (red and yellow) straddling
the upper left and right icons indicate that
they are deafened, by self and other, re-
spectively. The minus signs (red and yel-
low) before the lower icons indicate that
they are muted, by self and other, respec-
tively.

Fig.12 Synchronized narrowcasting control on a workstation (left) and mobile device (right): The two interfaces are
coextensive, spanning the same virtual space. In this example, avatars #0 and #2 in the rear are deafened, by self and
other, respectively, while avatars #1 and #3 in the front are muted, by self and other, respectively.

(a) Megaphones in front of the front left figure indicates its selection
(solo), so the other figures are implicitly muted, indicated by translu-
cent hands in front of their mouths. Ear trumpets straddling the right
rear figure indicate its attendance, the other figures implicitly deafened,
as indicated by translucent hands clapped over their ears.

(b) Plus signs straddling the upper right
icon indicate its attendance, and the plus
sign in front of the lower left icon indicates
its selection (solo).

Fig.13 Avatar #1 in the front left is selected, so its complement (comprising all the other avatars) is muted, and
avatar #2 in the back right is attended, so its complement is implicitly deafened.
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with any avatar (exocentric), while preserving the cu-
bist (multiperspective) egocentric soundscape. Phan-
tom sources enable this functionality. For instance, one
might watch the baby while listening to one’s wife, or
watch an output while listening to a base.

“Sorry, I can’t—I have to be everywhere.”

Fig.14 Divine ubiquity. (© The New Yorker Collection 2003

Bruce Eric Kaplan from cartoonbank.com. All rights reserved.)

5. Conclusion

The basic goal of this research is to develop idioms for
selective attention, privacy, and presence: narrowcast-
ing for groupware applications, whether the interface
is via workstation or a nomadic device like a mobile
phone. We have deployed a practical multiplatform
implementation of multipresence-enabled narrowcast-
ing functions, including autofocus determination for
both workstations and mobile devices. The worksta-
tion application features a multiperspective interface,
including logical separation of eyes and ears (virtual
camera and stereo microphones), exploiting the “phan-
tom source” feature we developed. The mobile inter-
face features equivalent exocentric narrowcasting com-
mands, displayed and controlled in a manner appropri-
ate for the unique form factor of the contemporary mo-
bile phone. The platform-agnostic deployment of the
audio narrowcasting idioms— including deafen, mute,
solo, and attend— encourages the modernization of
office- and mobile-based conferencing, leveraging our
session integration across coextensive spaces and an-
ticipating multipresence enabled by higher bandwidth
and more durable mobile connectivity.

Normally, what one sees is tightly aligned with
what one hears, since the eyes and ears are “con-
centric,” locked together as they are in one’s head
(behind the nose and above the tongue), but users
can fork themselves through designation of multiple

IEICE TRANS. INF. & SYST., VOL.E89-D, NO.1 JANUARY 2006

avatars, compositing phantom sources via the super-
position of multiple sinks’ soundscapes. For instance,
one might “fork presence” in virtual rooms correspond-
ing to home (chatspace), school (teleconference), and
music (virtual concert). Activity or information in a
space might cause the user to focus on that particular
soundscape, using these narrowcasting functions [61].
As suggested, by Fig. 14, being anywhere is better than
being everywhere, since it is selective; multipresence is
distilled ubiquity, narrowcasting-enabled audition (for
sinks) or address (for sources) of multiple objects of re-
gard. This research can be considered an extension of
presence technology [62], and anticipates deployment
of such narrowcasting protocols into session protocols
like s1P/SIMPLE! [63], [64] or the internet infrastructure
(routers, etc.) itself [65].
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